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**Abstract:**

The social distancing in the age of *COVID-19 pandemic* by the governments has a significant impact on education industry. Almost all educational institutes migrated to employ online learning platforms as the main medium to educate their audiences. The problem with such migration becomes acute when we intend to perform the assessment. Converting the traditional paper-and-pencil testing to the online version may cause chaotic situations; in a way that we may no longer be able to certify the learner's ability. Computer adaptive testing aims to handle the issues and facilitate more accurate estimations of examinee's ability. Most of the institutes both in private and public sectors around the world are using computer adaptive testing. A computer adaptive testing features various settings with different possible configurations. However, there have been no systematic studies on the effects of these settings on test performance and robustness. Furthermore, the exact impact of various parameters for computer adaptive testings are poorly understood. This work presents a large set of experiments conducted to investigate these issues using a simulator. Our experiments reveal effective settings and configurations of computer adaptive testing. The findings presented will be useful to institutions seeking to design and implement computer adaptive testing more systematically and also open up new areas of research for academics in the area of computer adaptive testings.
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**1- Introduction**

Recently, computer-based testing (CBT) attracted considerable attention both in research community and education industry and it is increasingly being implemented across the world. With the beginning of COVID-19 pandemic, almost all of the educational institutes migrated to online learning systems, the need for such testing is felt more than ever. CBT offers many advantages over traditional paper-and-pencil testing [14]. The CBT itself is not a new idea and there are several old studies which dealt with CBT and the application of latent trait models to item-bank construction, item selection, and computer adaptive testing (CAT) [2]. The general measurement profession had been working with CBT and, more specifically, with CAT since the early 70s. Creation of item response theory (IRT) and Rasch models led to advancements of CAT [6]. The dichotomous Rasch model presents that each test-taker is characterized by an ability level expressed as a number along an infinite linear scale of the relevant ability. The test-taker *n*'s ability is recognized as being $B\_{n}$ units from that local origin. Similarly, each item is identified by a difficulty level also expressed as a number along the infinite scale of the relevant ability. The difficulty of item *i* is identified as being $D\_{i}$ units from the local origin of the ability scale. This relationship between test-takers and items is expressed by the dichotomous Rasch model [12]:

$$log\left(\frac{P\_{ni1}}{P\_{ni0}}\right)=B\_{n}-D\_{i}$$

where $P\_{ni1}$ is the probability that test-taker n succeeds on item *i*, and $P\_{ni0}$ is the probability of failure. The natural unit of the interval scale constructed by this model is termed the logit (log-odds unit). The logit distance along the unidimensional measurement scale between a test-taker expected to have 50% success on an item, (i.e., at the person at same position along the scale as the item,) and a test-taker expected to have 75% success on that same item is log(75% / 25%) = 1.1 logits. Based on this model, there are many studies which developed a CAT algorithm such as [1].

Despite the considerable interest in computer adaptive testing, simulation and their potential benefits for standard testing, there is a lack of simulation studies on various aspects that affects CAT such as item banks, examinee's ability and different parameter settings. Some of them may have little impact on standard test and could be ignored in some use cases. However, in other scenarios, improper parameter setting could invalidate a standardized test. To clarify the impact of test-takers ability and item banks as well as the effects of varying the parameter settings of CAT, this work seeks to answer three research questions:

**RQ1: How does item bank size relate to the number of examinees?**

**RQ2: How do different parameters of logistic model affect the ability of test?**

**RQ3: How does examinee's ability affect the performance of test?**

To answer these questions, we present a set of experiments performed using CAT simulator. In these experiments, the simulation is performed using CATsim[10] and a range of different CAT scenarios and parameter settings are tested to evaluate their impact on tests ability and illustrate the challenges of designing and implementing a CAT platform. The results obtained provide new insights into the practical use of CAT settings and how such settings interact to enhance the platform ability.

**2- Background**

In this section, we discuss previous studies relevant to the work presented herein. We divide these earlier studies into works concerning CAT and IRT studies.

**2-1- Computer adaptive testing (CAT)**

Unlike linear tests, in which items are sequentially presented to test takers and their ability estimated at the end of the test, in a computerized adaptive test (CAT), an examinees’ ability is updated after the response of each item. The updated knowledge of an examinee’s ability at each step of the test allows for the selection of more informative items during the test itself, which in turn reduce the standard error of estimation of their ability at a faster rate.

**2-1-1- The CAT lifecycle**

In general, a computerized adaptive test has a very well-defined lifecycle as show in Fig. 1. As the first step, the examinee’s initial ability is estimated, then an item is selected based on the current ability estimation, the ability is reestimated based on the answers to all items up until now as the next step and finally if a stopping criterion is met, the test will stop and if not the procedure will be repeated from second step.

**2-2- Item response theory (IRT)**

A test identifies the state of each student in the subject. The fact that a student achieves average performance in a subject does not indicate that the student has learned half of the content, possibly learned one topic very well, and almost nothing in other related topics. Various methods, processes, approaches, and tools have been developed to support teachers and students to improve the assessment process. Among the different techniques and theories associated with these studies, Item Response Theory has gained projection for its effectiveness. There are different types of logistic models in IRT; one, two and three parameters logistic models, a series of models in which examinees and items are represented by a set of numerical values (the models’ parameters) [7]. Various studies showed the benefit of using IRT for testing in different subjects such as cognitive ability testing [13], developing questionnaires [4], [15, 16] and language testing [9]. The list of IRT usage is not ended here.



Figure 1: CAT lifecycle.

The logistic models of Item Response Theory are unidimensional, which means that a given assessment instrument only measures a single ability (or dimension of knowledge). The instrument, in turn, is composed of items in which examinees manifest their latent traits when answering them [5]. In unidimensional IRT models, an examinee’s ability is represented as θ. Since the scale of θ is up to the individuals creating the instrument, it is common for the values to be around the normal distribution.

Under the logistic models of IRT, an item is represented by the following parameters:

1. a represents an item’s discrimination parameter, that is, how well it discriminates individuals who answer the item correctly (or, in an alternative interpretation, individuals who agree with the idea of the item) and those who don’t.
2. b represents an item’s difficulty parameter. This parameter, which is measured in the same scale as θ , shows at which point of the ability scale an item is more informative, that is, where it discriminates the individuals who agree and those who disagree with the item.
3. c represents an item’s pseudo-guessing parameter. This parameter denotes what is the probability of individuals with low ability values to still answer the item correctly.
4. d represents an item’s upper asymptote. This parameter denotes what is the probability of individuals with high ability values to still answer the item incorrectly.

For a set of items $I$, when $∀i\in I,c\_{i}=0$, the three-parameter logistic model is reduced to the two-parameter logistic model. Additionally, if all values of $a$ are equal, the two-parameter logistic model is reduced to the one-parameter logistic model. Finally, when $∀i\in I,a\_{i}=1$, we have the Rasch model [11].

Under IRT, the probability of an examinee with a given $\hat{θ}$ value to answer item $i$ correctly, given the item parameters, is given by [[3,](#page12) 8]:

$$P\left(θ\right)=c\_{i}+\frac{d\_{i}-c\_{i}}{1+e^{-1\left(θ-b\_{i}\right)}}$$

The information this item gives is computed as [3, 8]:

$$I\_{i}\left(θ\right)=\frac{a^{2}\left[\left(P\left(θ\right)-c\right)\right]^{2}\left[d-P\left(θ\right)\right]^{2}}{\left(d-c\right)^{2}\left(1-P\left(θ\right)\right)P\left(θ\right)}$$

The sum of the information of all items in a test is called test information [3]:

$$I\left(θ\right)=\sum\_{jϵJ}^{}I\_{j}\left(θ\right)$$

The amount of error in the estimate of an examinee’s ability after a test is called the standard error of estimation [3] and it is given by:

$$SEE=\sqrt{\frac{1}{I\left(θ\right)}}$$

Since the denominator in the calculation of the $SEE$ is $I\left(θ\right)$, it is clear to see that the more items an examinee answers, the smaller $SEE$ gets.

Despite the recent academic interest in CATs, few studies have investigated the impact of different parameter settings. This study differs from previous works on CATs and IRT in that it is based on a systematic analysis of different test parameter settings using a simulator.

**3- Approach**

In this section we introduce our approach to data collection and analysis. We then discuss factors that could potentially reduce the validity of our experiments and the measures taken to ensure validity.

**3-1- Data collection**

To collect data for our study, we developed a tool that repeatedly configures the selected test scenarios in CATsim. To do this, we identified four test parameters in CATsim:

(1) Bank size

(2) Examinee population

(3) Item type representing different logisitc models

(4) Initializer representing the ability of examinees which can be fixed or random.

We deployed the tool on a bare-metal machine with 16GB of RAM, two Intel Xeon E5430 2.66 GHz CPUs with four cores and hyper-threading, and a 256 GB NVMe drive running Ubuntu 20.04 LTS. The Python version is 3.8.11. We repeated each experiment 10 times. In total, we collected data from 370 different experiments and taking over 180 hours to complete in total.

**3-2- Analysis**

Our initial goal in the analysis was to determine how strongly the selection of different parameter values impacted the performance of a test. To this end, we performed visual analysis of mean square error (MSE), bias and overlap of test items.

For each configuration of test in the CATsim, we plot mean square error (MSE), bias and overlap of each test to compare the results. We then iteratively discuss and classify the resulting plots.



Figure 2: Relation between bank size and number of examinee: The relation is described in terms of Bias and Overlap ratio for different item bank sizes; 100 items (blue lines), 1000 items (orange lines), and 10000 items (green lines).

**3-3- Threats to validity**

Despite careful research design, studies such as those presented here inevitably have limitations and factors that may reduce their validity. The most important of these limitations and factors for this work are summarized below.

**3-3-1- External validity**

This paper used only a specific version of each tool. While we argue that the chosen tool versions are representative of tools that would be used test beds, the findings presented herein cannot be directly generalized to other versions, particularly since performance may differ between versions even if the same configuration policies are used. To summarize, while we have no direct evidence that our results are applicable to the studied tools in all cases, we expect that similar results would be obtained if different variants of the chosen tools were used.

**3-3-2- Internal validity**

Internal validity is inevitably affected by the fact that some design decisions must be made when defining the configuration values to test. Empirical data analysis has not suggested that the whole stack's behavior would have been radically different if values other than those chosen were used, but this is clearly impossible to prove. Another internal validity threat is that we performed all experiments on bare-metal platforms. Some of the executions in our study could thus have been affected by our choice of hardware for data collection. However, we consider it unlikely that the general validity of our results would be threatened by the specific hardware chosen for the study. It seems unlikely that the general validity of our results would be impacted by the use of a bare-metal platform, however. Another internal validity threat is that there are infinite potential test scenarios, which could impact some of our experiments. However, we tested a wide range of different test scenarios to maximize the breadth of the conditions tested in our experiments and improve the robustness and reliability of our conclusions.



Figure 3: The impact of number of parameters in logistic model considering the number of examinee: The relation is described in terms of Mean Squared Error(MSE), Bias and Overlap rate for various numbers of parameters in the logistic model; 1 parameter (blue lines), 2 parameters (orange lines), 3 parameters (green lines) and 4 parameters (red lines).

**4- Results and Discussion**

To study the impact different test parameters (see section 3), we performed a series of experiments in which we compared the mean suqare error, bias and overlap rate observed with different test parameters. We repeated each experiment 10 times but since there were no significant differences between the results of replicate experiments we only discuss the results of individual experiments. We performed t-tests to evaluate the significance of differences between results obtained under different conditions, applying a significance threshold of p < .01.

**4-1- Item bank size and number of examinee**

To investigate the impact of item bank size and number of examinees, we conducted a series of experiments in which the test size was fixed to 20 items, three parameters selected as logistic model, the examinee’s abilities were randomly chosen, items were selected using maximum info method and the ability of examinees were estimated using numerical search method while varying the item bank size (100, 1000, 10000) and number of examinees related to the item bank size (from 1% to 100% of item bank size). The bias and the overlap rate of the experiments is shown in Fig. 2. Based on the results, the more larger the item bank is, the more steady behavior in terms of bias and overlap ratio is achieved. On the other hand, with increase of item bank size, the overlap ratio decreases. Another observation is that, when the item bank size are smaller and the number of examinees are less than 10% of item bank size, there are negative test bias.



Figure 4: The impact of examinee’s ability with normal distribution considering the number of examinee: The relation is described in terms of Overlap ratio for different standard deviations (columns) and different averages (rows)

**4-2- Number of parameters in logistic model**

To study the impact of number of parameters in logistic model considering number of examinees, we performed a series of experiments in which the test size was fixed to 20 items out of 1000 items, the examinee’s abilities were randomly chosen, items were selected using maximum info method and the ability of examinees were estimated using numerical search method while varying the number of logistic model parameters (1, 2, 3 and 4) and number of examinees related to the item bank size (from 1% to 100% of item bank size). The mean squared error, bias and the overlap rate of the experiments is shown in Fig. 3. With considering the meaning of each parameter as discussed in section 2.2, based on the results, although the minimum overlap rate belongs to the model with 1 parameter, the highest mean squared error belongs to same model as well. The model with 2 parameters had the minimum mean squared error while it behaves like other model with different parameters in terms of overlap rate and bias.

**4-3- Impact of examinee’s ability**

To analyze the impact of examinee’s ability considering the number of examinees in relation to item bank size, we conducted a series of experiments in which the test size was fixed to 20 items out of 1000 items, items were selected using maximum info method, the ability of examinees were estimated using numerical search method, and 4 parameters in logistic model were used while varying the distribution configuration of examinee’s ability; such as normal distribution with different values for standard deviation (0.1, 1, 2 and 5) and different values for average (-10, -2, 0, 2, 10), uniform distribution with set of minimum and maximum tuples ((-1, 1), (5, 10), (-10,-5),(200, 250) and (-250, -200)), fixed ability with set of defined abilities ( -200, -10, 0, 10 and 200) and number of examinees related to the item bank size (from 1% to 100% of item bank size). The mean squared error of items and bias for normal distribution configurations didn’t show any specific changes, but there are some slight changes in overlap rate which is shown in Fig. 4.. Based on the results, when there is higher standard deviation (more different abilities), the overlap rate is decreasing slightly, which means administered items are less likely to be shared between examaninee’s. On the other hand, the more average ability diverges to zero, the more overlap there is, which means if the average ability is more far to zero, then the administered items are more likely to be shared between examinees’.

Conversely, in uniform distribution, the more distance between the defined range and zero ability, the higher overlap rate is observed and the bias and mean squared error are not affected by the ability differences which is shown in Fig. 5. Finally, if the examinee’s ability defined at the same point, the more or less the abilities are, the higher overlap rate is observed as shown in Fig. 6, the bias and mean squared error are not affected by the ability differences.



Figure 5: The impact of examinee’s ability with uniform distribution considering the number of examinee: The relation is described in terms of Mean Squared Error(MSE), Bias and Overlap rate for different minimum and maximum value for the uniform distribution in tuple format; (-1, -1) (blue lines), (5, 10) (orange line), (-10,-5) (green line), (200,250) (red line) and (-250, -200) (magenta line)

**4-4- Discussion**

RQ1 asks "How does item bank size relate to the number of examinees?"

The impact of item bank size and number of examinees are presented in Section 4.1, which discusses different item bank sizes and different number of examinees.

Our experiments show that a large item bank is able to estimate the ability of examinee steadily with lower overlap rate.

RQ2 asks "How do different parameters of logistic model affect the ability of test?"

In section 4.2, we presented the impact of different parameters in logistic model and how they interact with the test performance.

Our experiments show that with two parameters, the CAT will achieve minimum mean squared error and considerable overlap rate and bias which does not differ from other selection. On the other hand, the minimum overlap rate is achieved with 1 parameter, while getting highest mean squared error. The 3 and 4 parameters can enhance the situation when the audience of CAT consists persons with highest or lowest ability.



Figure 6: The impact of examinee’s ability with fixed ability considering the number of examinee: The relation is described in terms of Mean Squared Error(MSE), Bias and Overlap rate for different minimum and maximum value for the fixed abilities; -200 (blue lines), -10 (orange lines), 0 (green lines), 10 (red lines) and 200 (magenta lines)

Finally, RQ3 asks"How does examinee’s ability affect the performance of test?"

We investigated the impact of examinee’s ability in Section 4.3, in which we first considered normal distribution with various settings and then uniform distribution with different configuration and lastly the fixed abilities for the examinee’s.

Our experiments show that different examinee’s ability does not play a role in both test bias or mean squared error of items. One of the common observation in all situation is that when we have higher/lower abilities in comparison with zero, we will get slightly higher overlap rate.

**5- Outlook**

This paper studies different aspects of computer adaptive testing to provide guidance on the practical use of this method and to show how they can increase test performance. The computer adaptive testing landscape is rapidly evolving. Because test performance depends on many factors, implementing computer adaptive testing well can be challenging. The use of a computer adaptive testings enables outstanding estimation of examinee’s ability without imposing any particular implementation costs in long term, which suggests that it may be beneficial to develop such methods for online learning platforms. We therefore propose to build on the results presented herein by studying deeper for different stopping criterion and item selection methods.
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